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® The law plays a critical role in the use and development of AL Laws establish binding rules
and standards of behavior to ensure social well-being and protect individual rights, and they can
( a )usrealize the benefits of Al while minimizing its risks — which are significant. Al has
been involved in flash crashes in the stock market, cybercrime, and social and political
manipulation. Famous technologists like Elon Musk and academics like Stephen Hawking have
(b )argued that Al may doom the human race. Most concerns, however, focus on nearer-
term and more practical problems such as technological unemployment, discrimination, and safety.
@ Although the risks and benefits of Al are widely acknowledged, there is little consensus

about how best to regulate Al and jurisdictions around the world are grappling with what actions

to take. )Already, there is significant international division regarding the extent to which Al can

be used in state surveillance of its residents, whether companies or consumers “own” personal
data vital to Al development, and when individuals have a right to an explanation for decisions

made by Al (ranging from credit approval to criminal sentencing).

@ It is tempting to hope that AI will fit seamlessly into existing rules, but laws designed to
regulate the behavior of human actors often have unintended and negative consequences once
machines start acting like people. Despite (gthis, Al-centric laws have been slow to develop, due
in part to a concern that an overly burdensome regulatory environment would deter innovation.
Yet Al is already subject to regulations that may have been created decades ago to deal with issues
like privacy, security, and unfair competition. What is needed is not necessarily more or less laws
but the right law.

@ In 1925, Judge Benjamin Cardozo admonished a graduating law school class that “the new
generations bring with them their new problems which (call for new rules, to be patterned, indeed,
after the rules of the past, and yet adapted to the needs and justice of another day and hour.” This
is the case for Al even if it only differs in degree from other disruptive technologies like personal
computers and the Internet. A legal regime optimized for Al is even more important if Al gturns
out to be different in kind.

(Ryan Abbott, The Reasonable Robot: Artificial Intelligence and the Law, 2020 7> b —HNE
ZEELCHIH)

*
FOEH minimize x/IMET 5



flash crash  #RAGDO K ZTE

cybercrime %A /N—71JE

manipulation ALMER{E

ElonMusk A —wmY -« A7 (7 AU I DFEER)

Stephen Hawking A7 4 —7 » - &m—F 7 (4 XV ZAOEBMEFE)
doom EMmZED, WRIED

FOEY jurisdiction ¥EEE (JEO K SEFH)

FEOBRH

BOBE

B!

grapple with EY 0 #Ze, HEI$ 2

surveillance: monitoring (close watch kept over someone or something suspected)
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